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AlphaGenome論文の公開（Nature）
モデルについては半年前の研究会で
議論したプレプリント版から
大きく変更は無い。

変更点：
いくつかの評価指標
学習プロセスの詳細な説明

モデルパラメータの公開：
これまで同様のAPIに加え、
モデルのソースコードがGithubで、
事前学習パラメータがHFで公開
された。
H100 1枚で動くらしい。
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基盤モデル開発関連研究①
BGIが開発。
1.2B/10Bモデル
1塩基レベル、1Mbpコンテキスト
Transformer+MoE

Grouped-Query Attention, Flash-attention
8 expertsのうち、各塩基につき2つだけが活性化。

データセットはHuman中心
GRCh38, CHM13,
HPRC (Human Pangenome Reference Consortium)
HGSVC (Human Genome Structural Variation Consortium)

事前学習では遺伝子間領域を除外。
定番ベンチ（GB, NT, LRB）の他、
ENCODEデータを使ったファインチューニング
によるCell type特異的発現量予測も。

Megatron-LMを利用、256GPUで学習。
5Dパラレル（PP, TP, DP, CP, Expert Pararell）

モデルソースコード、パラメータも公開。
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基盤モデル開発関連研究②
NTv3 （Nucleotide Transformer v3）

畳み込み圧縮とTransformerレイヤで変換された表現を
AlphaGenomeと類似したU-netライクな構造で
一塩基解像度に戻す

1Mbpコンテキストを単一のA100/H100で推論可能。
最大650Mパラメータ

AlphaGenome同様のマスク言語モデルだが、
拡散モデル（MDLM）のDenoisingに使って配列生成ができる。
500bp程度のエンハンサ生成を検証。
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基盤モデル開発関連研究③
EDEN（Environmentally-Derived Evolutionary Network）

構造：
Llama3.1ライクなDecoder-only transformer
パラメータサイズは 100M/1B/7B/28B （非公開）
コンテキストは8,192bp固定。

データ：
BaseData （メタゲノム、ファージ、MGE関連などが厚め）
コンティグ長や遺伝子密度で細かくフィルタリング
合計9.7T tokens
OpenGenome2（Evo系の学習データ）と同条件で比較すると、
小規模モデルでは大差ないが >7Bモデルではデータ品質が効いてくるらしい。

学習：
H200 x 1,008枚

Prompt-based programmable insertion
希望する挿入先の DNA配列 30bp だけを与えて、そこに挿入できるLSRを生成可能。
ヒトゲノムの任意の領域（疾患関連領域など）の “attっぽい配列” をプロンプトにして、
そこをターゲットにするLSRを生成できた。
（実験的に検証しているがオフターゲットは不明）

他、
「病原体タグで条件づけた抗菌ペプチド生成」
「マイクロバイオーム全体の配列生成」（生態系レベルのDNA配列確率分布の学習）
など。
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gLM応用関連研究
トウモロコシの系統Chang7-2を
メタンスルホン酸エチル（変異原）で処理した
ヘテロ接合のM1世代、1,716系統をWGS解析して
変異を同定。

pLMやgLMdで予測した対数尤度低下が、実際の変異
の有害性（自家受粉M2世代ホモ接合致死など）を予測
できるかを検証。
利用したgLMはPlantCaduceus（CDSの変異はESMでも評価）
→ Precision >97%、Recall 68.8%

・因果変異の同定
M1（Wt/Mut）
M2 (WT/WT, WT/Mut, Mut/Mut)

M2世代25%に出現する表現型について、
数千候補のホモ接合変異（アリル頻度100%）のうち、どれが
その表現型に影響を持つのか、
因果効果を尤度（適応度低下）で絞り込める

以下の表現型の因果変異を同定
・アルビノ：ミスセンス変異
・光沢の低下（葉表面のワックス減少）：ミスセンス変異
・白色種子：スプライシング変異
・雄性不稔：ナンセンス変異（終始コドン）
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gLM評価関連研究
相変わらず生成能力の評価研究は不足しているが、いくつか出始めている。

この論文ではEvo2で生成された、さまざまな生物種の配列が
現実のゲノムのパターンをどの程度正確に再現しているかを評価。

対象生物種：真核生物20種、細菌52種、古細菌9種、ウイルス129種

評価対象：
Evo2で各ゲノムについて300kbpを40個生成
（系統タグ+オリジナル3kbpをプロンプトとし、297kbpを生成）

k-mer分布が一致しない。
カオスゲーム表現も歪む。
真核だとリピート配列を避ける傾向がある？逆に原核はリピート過多？
転写因子結合部位のゲノム上分布がおかしい？

Homo sapiens 

Mus musculus 

Apis mellifera 

Saccharina japonica 
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ゲノム言語モデル開発目標

Evo2 7B相当のモデルを独自データセットでフルスクラッチ学習する

• 計算基盤の構築と学習を通して、論文に書かれていないモデルや学習プロ
セスの「クセ」の知識を蓄積する。

• モデル性能の評価、応用開発の体制構築

• 本当に、この性能のモデルの構築にこの規模のパラメータが必要なのか？
なんらかの帰納バイアスを入れて、もっとシンプルなモデルで同等の計算
ができないのか。
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ゲノム言語モデル開発進捗状況
遺伝研スパコンB200の2ノード
（ノードあたりBlackwell B200 GPU x 8, 2ノード合計16枚）を利用して
Evo2（StripedHyena2） 7B相当モデルのフルスクラッチ学習を実行中。

データセットは
GlobDB由来高品質MAG（Metagenome-assembled genomes）データセット
約15万ゲノム、合計約500B tokens

8,192bpチャンク分割、tokenization計算済み。
データリークしないようにゲノム単位で train/val/test 分割。
test/valやバッチに系統が偏らないように、
ANI距離に基づいてゲノムの並びを制御。

BioNeMoで提供されている
Blackwell対応Megatron-LMコンテナイメージをベースに開発をしている。
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モデル開発チーム会議
遺伝研：東、黒川
科学大：廣田、増田、豊田
筑波大：鈴木
東大：笠原

第1回：2025年12月23日
第2回：2026年1月6日
第3回：2026年1月16日
第4回：2026年1月20日
第5回：2026年1月27日
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Megatron/Evo2 trainerの改造

LLM事前学習で使われているデータ構造（GPTDataset）をそのまま流用しているため、
そのままだと、我々の学習方針とは相容れない特徴がある

• ドキュメント（DNA配列断片）をすべて連結して巨大なストリームにしてからチャンクに分割
• 分割後、トレーニングデータ全体でチャンクがランダムにシャッフルされてしまう

そのため、データセットビルダとローダは
• 提示したDNA配列サンプルを厳密に独立サンプルとして学習する
• データセット中のサンプル提示順をシャッフルしない
ように、追加で実装した。（Evo2OrderedChunkDatasetクラス）
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StripedHyena2 7B相当モデル事前学習の開始

B200 x 16 を利用し、バッチサイズ32（DP=16/PP=1/TP=1/CP=1, マイクロバッチ=1, 勾配累積=2）で学習。

ハイブリッド構造は32層で以下の通り。全体で約6.5Bの学習可能パラメータ。
SDH*SDHSDH*SDHSDH*SDHSDH*SDHSDH*
（S = Short-range Hyena, D = Mid-range Hyena, H = Implicit Hyena, * = Attention）

コンテキストサイズは8,192bp

1ステップ（32サンプル）の学習に平均1.5秒かかる。なので、
8,192 * 32 / 1.5 / 16 = 10,923 tokens/sec/GPU

2ノード（16GPU）を占有して学習を回し続けられるなら、
我々の学習データセット（総トークン数約500B）の1 epochの学習に約33日間かかる。
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トレーニング状況
約1,000ゲノム
（我々の学習データの約0.7％）
ぶんに該当するステップ
（≒7,500 steps）
までの train/val loss

非常にゆっくりとだが、
少しずつ下がってはいる。

なお、最新版EvoのNLLは
だいたい0.95~1.0くらい
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ハイパーパラメータ探索

いずれも 7B モデルトレーニング
の本番環境と同一条件で比較
（DP/TP/PP/CP, batch size）
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新規モデル開発
やはり進化系統による条件付けはちゃんと入れたい。

Evo2ではどうなっているか？
→「系統タグ」による条件付け
“|d__...;p__...;c__...;o__...;f__...;g__...;s__...|”
などの文字列。
ただし、Byte-level tokenのモデルで、特殊トークンも設定されて
いないため、これらの文字列はDNA（A, T, G, C）と同列に
ASCIIコードに変換され、Hyena集約やAttention演算が行われる。
（loss 計算からはマスクされる）
データローダの設計上、系統タグがチャンクの頭につくとは限ら
ない。

この設計の是非は？
生物の「名前」は進化系統とは無関係。
（微生物だと形態や代謝特性、サンプリング環境など）
進化系統情報はもっとちゃんと入れられるのでは。
→系統樹（ツリートポロジー）上の「座標」をユークリッド空間
に埋め込む手法の開発

Evo2系統タグ処理コードの一部

GTDB 
Tree

N-dimensional
vectors
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モデル評価（性能計測、応用）チームの取り組み
Evo2 40B / 7Bモデルの推論APIを開発し、
評価チームで運用中。
配列生成と、任意レイヤーを指定した内部表現の取得が可能。

抽出ブロック例：

blocks.0.pre_norm
blocks.0.post_norm
blocks.0.filter
blocks.0.projections
blocks.0.out_filter_dense
blocks.0.mlp
...
blocks.3.inner_mha_cls
blocks.3.inner_mha_cls.Wqkv
blocks.3.inner_mha_cls.inner_attn
...
blocks.49.mlp.act
blocks.49.mlp.l1
blocks.49.mlp.l2
blocks.49.mlp.l3

・下流タスク（遺伝子アノテーションなど）に
適した内部表現は？
・SAEによる解釈性研究は本当に機能するの
か？何が表現されているのか？

ゲノム言語モデル

HPCクラウド（H100x16）


